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In this notebook we will examine the Eyring equation.Specifically, how tofit data to the Eyring equation properly. The Eyringp;
-AG
equationisk = :—bTeF,WhereA G=AH-TA:

Let' stakealook at a system with theoretical parameters A H= 75 kJ/mol and A S=-15
J/(mol K).We' Il do a couple simulated " experiments’ (with error) and see how different fitting strategies work.While looking at
this, remember that a good fitting strategy will produce fitting parameter s close to the theor etical values.

Needs [" Physi cal Constants™"1;

h = N[Pl anckConstant 1 [[1]];

kb = N[Bol t zmannConst ant 1 [[1]];
R = N[Mol ar GasConstant 1 [[1]1;
theoa H= 75 » 10" 3;

t heoA S= -15;
t heoParans = {A H» theoa K A Sstheoa S;

RT
nodel Parans = {A H A §;

Thisiswhat thetheoretical plot should look like. Thelog plot will actually be moreinformative, so we' Il stick with that.

t heoPl ot = Pl ot [mbdel /. theoParams, {T, 200, 300}, Pl ot Range -» Al | ]
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in79]:= theoLogPl ot = LogPl ot [npdel /. theoParans, {T, 200, 300}]
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Thisishow we' Il run our experiment. Each data point will berandomly distributed within 20 % of the exact theoretical value.
ingol:= uni fornRel ativeError [x_] : =

Modul e[{T, err, k},
T = Range [200, 300, 107;

theoa H-t =t heoa
Lt s

kb
k=TabIe[RandonReaI[{l—x, 1+x}]*7*t*Exp[— =
*t

{T, k3]
ins1:= {explT, explk} = unifornRel ativeError [0.2];

ing2):= €xpl = Transpose[{explT, explk}];
Mat ri xFor m[expl]

Out[83]//MatrixForm=

200 2.09494 x10°8
210 1.49817 x 1077
220 1.31898x107°
230 7.1939x10°®
240 0.0000376397
250 0. 0001751
260 0.000820417
270 0.00309937
280 0.00936587
290 0.0304909
300 0. 0744224
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in[s4]:= explLi st LogPl ot = Li st LogPl ot [expl, Pl ot Markers » {Automatic, Medi um}]
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data_fitting.nb

All right, we' ve got our data. Let' sstart fitting. Mathematica hasanon - linear fitting routine built - in, called FindFit.

in[8s:= explParans =

outssl= {A H»> 65485.

in[sel:= explLogPl ot
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Fi ndFi t [expl, nodel, nodel Paranms, T, Met hod » G adi ent ]

4, A S» -48. 2606}

LogPl ot [npdel /. explParans, {T, 200, 300}]
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Show[explLogPl ot, explLi stLogPl ot ]
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Aswe can see, thefit isn' t great. The parameterswe got are not very cloesto the theoretical values. However, Mathematica' s
curve-fitting isnot to blame. It isactually our whole curve-fitting strategy that isat fault. To seewhy, let's take a look at how
we're currently approaching curve-fitting.

Curve-fitting isthe process of getting " the best fit" tothe data. In general, " the best fit" to a set of data isdefined asthefit which
minimizesthesquared error. Let's take alook at theresiduals of our fit to get a better idea of what that means.

explResi dual s = Tabl e[mpodel /. explParans, {T, 200, 300, 10}] -expl[[A |, 2]]

{7. 82161 x 108, 5.29329 x 1077, 2.59431 x10°%, 0.0000122079, 0. 0000466913,
0. 000151341, 0.00032003, 0.000537443, 0.00132387, -0.00128602, O. 000281554}

explResi dual Pl ot = Li st Pl ot [explResi dual s, Pl ot Markers » {Automatic, Medi um}]
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Herewe can that theerrorsare, in general, very small (none of them arelarger than 0.001 or so). The " squared error” that we:
mentioned previously isjust the sum of the squares of the residuals (i.e., £ ?). Mathematica picked out A Hand A Ssuch that t!ﬁ
squared error was as small aspossible.

That isnot what we want.

Our experiment had relative error. That is, each data point waswithin 20% of the correct value. Let's take alook at the relative
error of thefit that Mathematica gave us.

Printed by Mathematica for Students



In[90]:=

Out[90]=

In[91]:=

In[92]:=

Out[92]=

In[93]:=

out[93]=

data_fitting.nb |5

Li st Pl ot [explResi duals /expl[[All, 2]], PlotMarkers » {Automatic, Medi um}]
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Therelativeerror isterrible. Because Mathematica tried to minimize the absolute error, it cared much mor e about gettlngthel_
later pointsclose. An 80% error at low temperaturesis barely even registered asimportant (but it obviously should be).

If wewant to get a good fit for our experiment, wereally want to minimize the squared relative error instead of the squared
absolute error. Luckily, Mathematica has an easy way to do that. We can just giveit a different function to try and minimize.
wei ght edNor m[r esi dual s_] : = Nor m[r esi dual s / explk]

Wth this new weighted function, let's try doing the fit agaln.

explWei ght edPar ans =
Fi ndFi t [expl, nodel,

{AH>74222.8, A S» -18. 2268}

nodel Par ars, T, NornmFuncti on » wei ght edNor m Met hod » Gr adi ent ]

explWei ght edLogPl ot = LogPl ot [nbdel /. explWei ght edParams, {T, 200, 300}]

0.01}+

1074 F

1 1 1 1 1 1 1
220 260 300

Printed by Mathematica for Students



6 | data_fitting.nb
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Show[explWei ght edLogPl ot, explLi st LogPl ot ]
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Much better. Thefit looks great and the parameterswe got are very closeto the expected values. Let's take alook at the percent
error again.
explWei ght edResi dual s = Tabl e[nodel /. explWei ght edParans, {T, 200, 300, 10}] - explk

{-1.75357x107° 1.90218x10°%, -9.76426 x10°®, 2.59092 x 10, 1.54841 x10°°,
5.63254 x10°°, -0.0000782189, -0.000350352, -0.0000806477, -0.00161831, 0.00891345}

Li st Pl ot [explWei ght edResi dual s /7 expl[[A |, 2]1,
Pl ot Mar kers -» {Automati c, Medi um}, Pl ot Range -» Al l ]
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Roughly randomly distributed, and ailmost all of them are within 20 % . Aswe have seen, choosing the correct curve-fitting
strategy, based on the type of experiment that wasrun, isvery important. Even good data will yield poor resultsif it' snot
analyzed correctly.

Asan historical aside, note that the amount of computation required to do thisnon-linear fitting was completely out of reach
before the 1960s or so. Luckily for everyoneinvolved, most commonly used equationsin chemistry can belinearized. For instance,
let's take the log of both sides of the Eyring equation:

logk = Iog[l;—b] + log[T] - 2225,
which impliesthat

K| - _AH1_as, | Ik
IOQ[?]__RT R+|Og[h]’

which iswonder ful. We can calculate the stuff on theleft (aswe have both k and T) and then we can plot it versus % leadingtoa
simplelinear curve-fitting problem.

Printed by Mathematica for Students



data_fitting.nb |7

info71:= explLi near = Transpose[{1l /explT, Log[explk /explT]}];
Mat ri xFor m[explLi near ]

Out[98]//MatrixForm=
1

o -22.9795
ﬁ ~21.061
= -18.9323
55 -17.2804
s3> -15.6681
a5 -14.1716
o5 -12.6664
2 -11.375
555 -10.3055
o5 -9 16021
- -8.30178

in[oo:= Li st Pl ot [explLi near, Pl ot Markers - {Automatic, Medium}]
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Now that we' velinearized the data, we can do a much easier linear curve-fit using Mathematica's linear fitting routine, Fit.
We'relooking for the constant coefficient (which will be A?S+ Iog[i—"]) and thelinear coefficient (which will be —%4).
in[100):= explLinearFit = Fit [explLi near, {1, X}, X]

outj100]= 21. 5738 - 8926. X

inpio1):= {const Coeff, |inearCoeff} = CoefficientList[explLinearFit, x]

oufi01)= {21.5738, -8926. }

in1021= Solve[{a S/ R+ Log[kb /h] == const Coeff, -AH R=IlinearCoeff}, {AHAZ]

ouioz= {({A S» -18.1772, A Hs 74215. 1}

Interestingly, the linear method gives very good results, with significantly less computational effort (thistype of linear fit could be
done on a handheld calculator).
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